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ABSTRACT

This paper describes the implementation of a devicelesgaction
'device’ using hand gesture recognition within a calibdaséereo
system. Video-based interaction is one of the most inwiiimds
of Human Computer Interaction with Virtual Reality applicas
due to the fact that users are not wired to a computer. Ifactesn
with three-dimensional environments is considered, frojngrab-
bing and releasing are the most intuitive gestures used imahs.
This paper describes a video-based gesture recognititensykat
observes the user in front of a large displaying screen tifgery

three different hand gestures in real time using 2D featlags(i-
cation and determines 3D information like the 3D positiorihaf
user’s hand or the pointing direction if performed. Differsce-
nario applications like a virtual chess game against thepcen
or an industrial scenario have been developed and tested.

Keywords: Gesture Recognition, Human Computer Interaction,
Computer Vision, Classification
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1 INTRODUCTION

Interaction with three-dimensional virtual worlds is tgdao
longer unusual. Many computer users are familiar with sgeci
input devices such as 3D computer mice or even tracking isgste
used for 3D interaction. Nevertheless, if VR applicatioreta be
used by a large number of different and even technically tsece
users (e.g. because the system is to be used at a public,filtaze)
system has to meet some special requirements:

e The system has to be capable of operating in real-time. This
includes both an image refresh rate of more than 20 frames
per second to ensure a jitterfree interaction and a system de
lay between the performed status change of the gesture and
the reaction of the system of less than 200 ms, which is not
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perceived as an unnatural system behaviour by most users
[10].

e The system has to be usable by all users. Therefore, no or
only a minimal training phase should be necessary to get the
application to work.

e The system must not make use of any technical device, the
user is forced to wear (like special gloves) or to hold in
the hand (such as typical interaction devices used for e.g.
infrared-light based tracking systems). Furthermore,afor
video-based system there is the need of concealing all tech-
nical equipment such as the cameras observing the user. The
output device should be the only technical piece of hardware
visible for the user.

2 RELATED WORK

Hand gesture recognition in computer vision is an extenanea

of research that encompasses anything from static poseatitn

of the human hand to dynamic movements such as the recagnitio
of sign languages. A primary goal of gesture recognitioeaesh
for Human-Computer-Interaction is to create a system, lwban
identify specific human hand gestures and use them to convey i
formation or for device control. Therefore, hand gestumgai-
tion systems can be divided into different tasks: Hand iragk
dynamic gesture recognition, static gesture recognitstgn lan-
guage recognition and pointing. Elaborate reviews on misiased
hand pose estimation can be found in [3] and [4]. Due to thh hig
amount of different approaches and methods for hand pose est
mation, we only consider approaches, that are capable aditig
the human hand in real-time and differentiating static hpog-
tures. Exemplarily, [7] presented an approach for trackivegpo-
sition and the orientation of four different postures of twamds in
real-time by calculating the visual hulls of the hands on@&UJ
directly. Therefore, the results necessarily depend orctinesct
reconstruction of the 3D pose of the hand using at least ttase
eras. [5] uses a calibrated stereo system with two colouecasrio
estimate the position and orientation of different handiyes in
3D. The approach is based on 2D feature extraction usingusri
techniques based on geometric properties and templatenimgitc
Therefore, itis necessary to identify corresponding fiestin im-
age pairs and to derive 3D features that are afterwards fittad
underlying 3D hand model to classify different gesturese Buthe



fact that no orientation of the hand is determined in our aggih,
we are able to reduce the classification problem to pure 2@Drea
extraction and to calculate the 3D position of the hand feerin
action purposes using the center of gravity of the segmedmed
only.

3 SYSTEM SETUP

The equipment for the gesture recognition system consisia®
single standard PC, which is used for both rendering of tlee sc
nario applications and gesture recognition and trackingstai-
dard video beamer or a large plasma display is connecteceto th
PC, displaying the application scenario in front of the liat¢ing
user. Two Firewire (IEEE1394) cameras are connected todime ¢
puter feeding the system with grey-scaled images of theaot®n
volume in real time. Lenses with additional infrared lighbdes
(without infrared light filters) are used to ensure a brigifiec-
tion of the human skin (see figure 1). The purpose of the tracki

Figure 1: Firewire IEEE 1394 camera with additional IR diodes.

system is to recognize and to track three different statstuyes
of the user (pointing, opened hand and closed hand) to emrable
tuitive interaction with the scenario applications. Them@ach is
based on the recognition of the position of the human handin 3
space within a self-calibrated stereo system [1]. Theesfposi-
tion and orientation of the cameras are determined witheesp
each other by swaying a small torch light for a few secondbén t
designated interaction volume [8]. Afterwards only the Mfaro-
ordinate system has to be defined by marking the origin anerttde
of two axes of the world coordinate system. Within this caoate
system the corners of the displaying screen have to be éedar
ensure a correct interpretation of especially the poingegture
and its pointing direction. This calibration procedure twake per-
formed only once after setting up the cameras. During rusitim
the system, difference images are used to detect movingtsbje
which then are analyzed and the 2D probabilities of a posince
its relevant parameters in 3D space is calculated. Smaptfithe
tracking results like e.g. the 3D position of the hand usimgath-
ing splines is used to reduce jittering effects [9], whichds to an
immersing experience during the interaction without thechef
any technical device.

4 GESTURE EXTRACTION

The segmentation of the user’s hand is performed on 2D image b
sis. At the startup of the tracking system reference imagéiseo
empty interaction volume are taken from both cameras. Wheds
edge images are calculated. During runtime of the trackystesn
edge images are calculated from new images captured byette®st
system. These edge images are then compared with the edge ref
ence images by calculating difference images. The regyfiir of
images is segmented at a predefined threshold. Due to theaame

Figure 2: Three different gesture: Pointing, closed hand and open
hand for grabbing and releasing events.

setup at the left and right hand side of the user and due tatte f
that the user is always interacting with a screen in frontiofher,

it can be easily assumed that the lowest extracted segnrget la
then an adequate segment size can be chosen as the user’s hand
Nevertheless, often not only the user’s hand but also higdne-

arm is extracted into one segment. Therefore, an approgiynat
square rectangle at the bottom of the segment is chosenimiogta
the final hand segment (see figure 2). This segment is usead afte
wards for feature extraction. The lowest points of the segmare
identified to be the finger tip if a pointing gesture is recaeui or

the used 3D position of the gesture. For each frame pair of the
stereo camera system several two-dimensional featurée cle-
mented human hand. Important examples of these paramegers a

e Ratio between boundary length and area
e Eccentricity, elongatedness and compactness
e Curvature of the segment boundary

Using two-dimensional feature extraction only has the athge
of arobust and fast parameter determination. Howevernpeters
of one single object may differ in both camera images. Tloeecf
all parameter pairs are sorted by their size and stored astarée
vector for classification of the gestures.

5 GESTURE CLASSIFICATION

Feature classification is a well known task for image undent
ing and object recognition. Often used classification methare
Hidden Markov Models (HMM) and Artificial Neural Networks
(ANN) for the visual interpretation of hand gestures. For sys-
tem the Naive Bayes Classiflef11] is used for gesture identifi-
cation, which leads to a sufficient balance for the modelding
process time of less then 5 seconds and an online classificate
of more than 50 Hz.

To ensure a robust and stable recognition of the differestiuges
(with a classification result of more than 95%) a short trajrpro-
cedure for each new user of the system is necessary. Bgstba|
training procedure can be skipped using a large predefiaeurg
data set consisting of the training data of several usergreds
the recognition result decreases by up to 10% and therefmre s
radic misinterpretations of the system may occur. For thimitrg
procedure the user is asked to perform the different gestiore
approximately ten seconds each at the startup of the systhis.
procedure is easy and short enough so that the user doesseot lo
interest in starting to interact with the application ifséf desired
the training result may be individually saved for a latersosal-
ized usage of the tracking system.

Lhttp://www.cs.waikato.ac.nz/ml/weka/
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Figure 3: Scatterplot of two selected features used for classification
of pointing (blue), grabbing (red) and releasing (green).

Table 1: Classification matrix for three different gestures using a
Naive Bayes probabilistic model

Gesture performed vs. classified
Pointing Grab Release
Pointing 449 6 33
Grab 3 426 1
Release 24 2 379

6 CLASSIFIACTION RESULTS

Using the hardware setup described in section 3 the system pr
vides interaction feedback in real-time. After the calttma pro-
cedure performed only once at the system setup that needsxapp
imately three minutes and after an initial training phasdestk
than two minutes (to perform the three different posturestéa
seconds each and to build the classification model), thénnent
recognition rates are at twenty frames per second and higier
cameras deliver up to 30 frames per second with a delay shorte
then 1/5 of a second. Even all image processing and compidter v
sion tasks like segmentation, edge calculation and 3D sty
tion of corresponding image points last less then 50 ms. @er
recognition rate of up to 25 Hz is achieved. Neverthelesémas
portant is the classification rate of the system. Figure 3vshbe
classification results of one single user for three diffegastures
(pointing, grabbing/closed hand and releasing/open hardje
user performed each gesture 10 seconds during the training p
cedure, which leads to approximately 250 feature vectaredoh
gesture. Tables 1 and 2 show the recognition and classificati
results for 60 seconds of interaction with a recognitioe i@tap-
proximately 95% for new single feature vectors. Due to tlat fa
that outliers (single incorrect classified gestures) caelingénated
using a post-processing queue a completely correct viaian of
the performed gestures is achieved for interaction withaghica-
tion scenario.

Table 2: Recognition rates for three different gestures

Training data Test data Recognition rates
Training session Cross validation 95.1%
Testing session | Cross validation 97.6%
Training session Testing session 94.7%

7 APPLICATIONS

For the creation of new applications it is important to hatans
dardized and easy to use authoring tools and rendering compo
nents at hand. We use the InstantReality Framefvfgtkfor the
rendering part of the gesture recognition system. Insteaify is

an open environment for AR/VR applications based on theescen
graph system for realtime graphics Oper’96)]. InstantReality
uses X3D as the programming language for the virtual wohéds t
user interacts with. Like most traditional toolkits, InstReality
uses a scenegraph to organize the data, as well as spatiaigind
cal relations. In addition to the scene description, VR i@ggibns

Figure 4: Playing virtual chess against the computer using video-
based gesture recognition.

need to deal with dynamic behavior of objects and user iotiema
via non-standard input devices such as the gesture classiiade-
scribed in previous sections. Here, the 3D position of tretge
is routed into the virtual scene using low level sensor naileh
as a SFVec3fSensor (see also section 8). As a proof of concept

Figure 5: Learning assistance scenario: Placing filters to an indus-
trial air pump system using grabbing and releasing gestures.

different scenario applications using virtual 3D envir@mts for
interaction have been developed. For a virtual chess ajait
the user is standing in front of a large scaled screen remglexi
three-dimensional chess board (see figure 4). Using the 3B po
tion of the recognized gestures for grabbing and releasiegiser

is able to move chess pieces and therefore to play a game 8 che
against the computer. In a second scenario applicationgéeisi

2http://www.instantreality.org/
Shttp://opensg.vrsource.org/trac/



asked to place color labeled filters to virtual 3D industaialpump
system. An additional object snapping method (implemeated
JavaScript node within the application) is used to ensuneaige
assembly of the three-dimensional objects, even if thene¢esises
a filter object only roughly at the outlet of the air pump (seg fi
ure 5).

Figure 6: Interaction with a three-dimensional object using virtual
buttons to point at for rotation (3D-Model by courtesy of the Picture
Gallery of the Academy of Fine Arts Vienna).

A typical task for the interaction with virtual worlds is thex-
ploration of three-dimensional objects. But due to the fhaat the
gesture recognition described in this paper is not able tergene
the 3D orientation of the user’s hand, the rotation of a $etéc
object can not be achieved using the standard SphereSeyd®r n
Nevertheless, the task of an object rotation can be achieyers-
ing four virtual buttons indicating the rotation to leftght, up and
down. The buttons displayed on the edge of the scene (see figur
6) emit events if the user is pointing at them. These buttoast
tached to touch sensors that are routed to a JavaScript nade w
is triggering the rotation of the 3D object.

8 IMPLEMENTATION

For applications such as the virtual chess game or the repas-
sistance scenario described in the previous section, thélVahd
X3D standard does not provide input sensors, which are muiffic
to handle the information provided by the gesture recogmisys-
tem correctly. Already Behr et al. stated in [2] that the X3i2-s
cification documents are not specific how to deal with 3D omneve
6D devices connected to a rendering system. Therefore nthe |
stantReality framework and its InstantPlayer provide achuof
additional low level sensor types that are generic enougle tesed
for connecting the video-based tracking system to VR appitios.
Within the InstantReality framework low level sensors ax@/jred
for all supported X3D data types. This of course also inciuskn-
sors for the data types SFVec3f and SFInt32, which are used fo
routing the 3d position of the users hand and the currentgge
nized gesture into the virtual scene. After the post prangsdeps

of the tracking pipeline (such as smoothing of the positibthe
users hand) for example the 3d position is used to drive #meska-
tion field of theTr ansf or mnode of the virtual representation of the
hand:

DEF hand3d SFVec3f Sensor { |abel "Hand/Position3d" }
ROUTE hand3d. val ue_changed TO hand. set_transl ati on

Furthermore, the currently detected gesture is coded amalesi
integer value, which is used to display onenddifferent represen-
tations of the virtual hand model:

DEF handSwi tch Switch {
whi chChoi ce -1
choi ce [

DEF openedHand Transform {
translation 0 0.08 0
children Inline { url "release.wl" }

}

DEF cl osedHand Transform {
translation 0 0.02 0
children Inline { url "grab.wl" }

}

DEF poi ntingHand Transform {
translation 0 0 O
children Inline { url "pointing.wl" }

}
}

DEF gesture SFInt32Sensor { |abel "Hand/ Gesture" }
ROUTE gest ure. val ue_changed TO handSwi t ch. whi chChoi ce

Here, the value of the sensor is connected to the attribute
whi chChoi ce Of a standardwi t ch node. Although the same geo-
metrical model is used for all gestures, different poses lea
slightly changing centers of gravity and therefore also sdight
jumping of the model during the change of the gesture status.
Therefore, an adjusting translation is added to each of éstuges
to ensure a smooth transition between different gesturiisoégh
some parameters (such as the scaling of the hand model)diepen
on the application the tracking system is interacting wittl there-
fore some parameters has to be adapted for each new appiicati
this method of connecting tracking and rendering applcais
simple enough to be implemented even by developers, whieh ar
new to VRML/X3D programming.
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